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Abstract

Procedural learning with multi-modal ‘how-
to’ articles is beneficial to enable AI systems
with an ability to perform goal oriented tasks.
Learning the temporal event structure in proce-
dures through only-text based datasets fails to
capture the implicit information among events
e.g. missing object of an action. We hypoth-
esize that the visual data is adequate to aug-
ment the missing information and extend the
text based dataset (Zhang et al., 2020) with vi-
sual data. Towards our goal, we study pairwise
event ordering with architectures pre-trained
on uni and multi modal data. Surprisingly, we
find that joining the features from architectures
(Resnet-50 + BERT) which are pre-trained
on uni-modal data, is superior to state-of-the-
art multi-modal architectures (LXMERT and
UNITER) towards temporal structure learning.
Furthermore, we enhance the event relation
learning with an attention mechanism. Our
experiments on the extended pairwise step-
order dataset shows that our approach benefit
in learning the perfect order by 1.67% in com-
parison to text-only datasets.

1 Introduction

Time is a crucial dimension, apart from three spatial
dimensions, for understanding the world dynamics
and enable us to learn the evolution of object rela-
tionships and states. For this reason, it is essential
for AI system to learn the temporal knowledge in
uni or multi modal data i.e. text and/or images and
benefit various applications such as summarization
of documents or videos (Zhang et al., 2016), de-
scribing the images/videos (Yao et al., 2015), story
understanding (Han et al., 2019), timeline con-
struction (Zhou et al., 2020), question-answering
and causal inference (Christiansen et al., 2020).
An essential step to learn such temporal knowledge
is identifying actions or events performed by ob-
jects and relations among different events stretched
over time.
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Figure 1: (a) Sequential Order of events, (b) Shows
the EVENT ordering task as a binary classifier. Visual
and Text modality provide complementary context to
learn the event order, as in second step of (b) shows
that where we need to empty the flavouring packet and
what to stir.

Among the different relation types that could
exist in the events, we focus on the sequential event
order to perform a certain goal oriented task. Such
an encoded temporal structure is widely referred as
procedural knowledge, and defined as the stereo-
typical activities in our daily life to complete a goal
e.g. sequential steps to make maggi. These sequen-
tial steps follow the arrow of time i.e. each step
followed the next. For example, ‘bring the mixture
to boil’ can occur only after we have created the
mixture i.e. after step ‘stir masala and add water’
towards the goal of making maggi.

Modeling procedural knowledge with sequen-
tial events is challenging with respect to both vi-
sion and language understanding. For language,
it requires understanding of predicate-argument
structure and coreference. The common sense in-
formation is rarely mentioned in steps explicitly
e.g. ‘turn on the hob’ is not explicitly mentioned
in the goal of making maggi, however such an in-
formation is implicit from step ‘saute garlic’. For
visual understanding, AI systems require to per-
form recognition (e.g. detecting objects and their
attributes) and cognition-level reasoning (e.g. in-
ferring the likely intents about past and future).
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Moreover, the appearance, view and state of the ob-
jects evolve over time, which might fail the current
state-of-the-art recognition models to re-identify
the objects. We hypothesize that it is necessary
for both the modalities to interact to find the miss-
ing information. Consider the multi-modal step

‘stir in the flavoring packet’ with visual image as
shown in Figure.1, where humans are able to infer
the implicit action ‘add’ along with its arguments

‘flavoring packet contents’ from textual modality
and ‘into skillet’ from visual modality. Our work is
motivated by this complementary relation among
events to learn procedural knowledge.

In order to model procedural knowledge, the
problem is usually formulated as a binary classi-
fication to determine whether the given two event
pairs are correctly or incorrectly ordered. Recently,
Zhang et al. (2020) introduce STEP-STEP tempo-
ral relations dataset from WikiHow on large scale
utilizing the textual step information. In this work,
we are extending their work and propose to include
visual modality in binary formulation of event or-
dering task. Our intuition is that visual modality
provides complementary context to textual informa-
tion and improve the learning of procedural knowl-
edge. As discussed in our motivational example
of identifying the ‘skillet’ from visual modality as
an argument to implicit ‘add’ action help to pre-
dict order of the event ‘stir in the flavoring packet’
only after adding the vegetables and water to create
the mixture. Towards this goal we use transformer
style event interaction followed by binary classifier,
which is fed with the concatenated ResNet features
for images and BERT features for text. This event
interaction provides consistent gain in our method.
Moreover, to further explore the full order predic-
tion using the binary pair prediction, we utilize
brute-force technique to learn the correct order of
steps with beam based startegy (Chen et al., 2016).
With qualitative analysis, we proposed to ensem-
ble the outputs from our multi-modal architecture
and BERT, leading to improve the perfect match
ratio (PMR) and Kendal Tau by 1.67% and 1%
respectively.

2 Related Work

In order to model procedural knowledge and ad-
dress its challenges, the research community use
statistical and probabilistic techniques. Specifi-
cally, the problem is formulated with two major
task: temporal event ordering (Modi, 2016; Lin

et al., 2020; Zhang et al., 2020) and future event
prediction (Chambers and Jurafsky, 2008, 2009;
Pichotta and Mooney, 2016b; Lee et al., 2020). In
this work we consider the event ordering task.

2.1 Event Ordering
Learning event sequences is introduced in early
1980’s by Schank and Abelson (1977) using narra-
tive texts. With the availability of large language
corpora, Chambers and Jurafsky (2009) propose
count based methods to learn narrative chains i.e.
learn co-occurrence count of pairwise events in a
large corpus to predict the possible event sequence.
The count based models has zero or low probability
for unseen event combinations which are missing
during training, leading to poor inference at test
time. With the success of neural networks, Pichotta
and Mooney (2016a) proposed RNN-LSTM based
architecture to learn the event sequence by con-
verting the textual event into verb-argument
structure. Pichotta and Mooney (2016b) further in-
troduced sentence level language modeling to learn
the event sequences. Later, Modi (2016) proposed
event specific representation via learning individ-
ual embedding of verb and arguments (subject
and object). However, most of these work focused
on general narrative structure from newswire and
literature, except (Modi, 2016) which focused
on stereotypical human activities such as ‘visit-
ing a doctor’. In contrast, we focus on goal ori-
ented event sequences for intelligent systems. The
closely related work to ours is Zhang et al. (2020),
which explore WikiHow resources to learn pro-
cedural knowledge and introduced STEP-STEP
temporal relations dataset. In contrast to our work
of utilizing the multi-modal information, the focus
of their work is solely based on textual informa-
tion. In addition to text, visual modality is explored
in the context of instructional videos available on
YouTube to learn the knowledge (Xu et al., 2020),
however, computational processing and annotat-
ing a video is challenging and expensive. Conse-
quently, we are exploring to learn the knowledge
using image-text pairs available on WikiHow arti-
cles which are efficient to train and scalable.

2.2 Multi-modal Representation Learning
The success of attention mechanism in the NLP
community motivated them to pre-train models in
multi-modal settings for wide range of downstream
tasks, such as visual question answering, visual
reasoning and image captioning. Similar to BERT
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Figure 2: Architecture to learn order of pairwise steps of WikiHow article. We extract the features of muli-modal
event (image and text) using pre-trained models (Resnet50: Images and BERT: Text). Finally, using Transformer
based attention we learn event interaction to predict the order between two events.

(Devlin et al., 2018), the common method is to
use a single transformer architecture to jointly en-
code text and image such as VisualBERT (Li et al.,
2019), Uniter (Chen et al., 2019) and VL-BERT
(Su et al., 2019). Alternatively, ViLBERT (Lu
et al., 2019) and LXMERT (Tan and Bansal, 2019)
introduced the two-stream architecture, where two
transformers are applied to images and text inde-
pendently, which is fused by a third transformer in
a later stage. However, these models typically con-
sume object detection features. In contrast to these
multi-modal architectures, we utilize the individual
components from uni-modal pre-trained architec-
tures. The equivalent architecture is employed by
Kiela et al. (2019) for image-text pair interaction,
however, we employed at event level interaction.

3 Method

We are interested in learning the timeline of sequen-
tial events to perform a task from real-world web
articles such as WikiHow. The key technical chal-
lenge is how to learn the full sequential structure of
events directly from unstructured and noisy multi-
modal data available on web. We take the pairwise
ordering approach i.e. learn the order of steps us-
ing binary classification. We will first define the
problem and how to address it using a pairwise
order classification approach. We will then discuss
how we learn the relation between two events to
correctly order them on the timeline.

3.1 Problem Formulation

The articles in ‘WikiHow’ has multiple events and
a goal g, with each event having image-text pair.
Consider this as dataset D of N articles with each
article is represented as

D = {e1, . . . , ei, . . . , em}
= {(s1, v1), . . . , (si, vi), . . . , (sm, vm)}

where ei represents an event in the article of m
steps and each event consist of textual and visual
data represented as (si, vi). To learn the proce-
dural knowledge, AI system need to understand
the dynamics of objects from the multi-modal data
and place each event on the timeline to achieve
the goal. Thus, we can consider the problem of
identifying the order of each event and localize on
the sequential timeline as shown in the Figure.1.
Consequently, the ordering task can be defined as
to find the correct order ô of shuffled events s.t.

eô1 � eô2 � eô3 � · · · � eôn

Cohen et al. (1997); Fürnkranz and Hüllermeier
(2003) model the ordering task as pairwise rank-
ing model i.e. predict the order of any two event
pair (ei, ej). Motivated by this we can model our
problem as binary classification such that event ei
precedes ej or not. Mathematically, we consider N
data samples generated from N articles and one
sample is represented as x = {(si, vi), (sj , vj), y}
where y ∈ {0, 1} and learn the order of each sam-
ple by learning the function Ψ between the two
event representation.

ŷ = Ψ(φ(si, vi), φ(sj , vj))

where ŷ is predicted order and φ(.) is an encoding
function to learn the embedding of multi-modal
event, which can modeled using uni or multi modal
deep neural architectures. The order function Ψ
can be learned by optimizing using simple Cross-
Entropy loss over N data samples as follows:

L(y, ŷ) =
1

N

∑
N

2∑
i

yi · log(Ψ(xi))

3.2 Event Embedding
Many self-supervised learning approaches are ex-
plored by NLP and Vision community to learn the
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individual or joint representation of both the modal-
ities. In this work, we propose to use highly effec-
tive BERT (Devlin et al., 2018) representation for
textual step and combine with the power of CNN
based ResNet (He et al., 2016) architecture for vi-
sual information in an event, as shown in Figure.2.
Mathematically, textual (hs) and visual (hv) event
embeddings are extracted by respective pre-trained
models as follows:

hs = Linear(φBERT (s))

hv = Conv3× 3(φR50(v))

e = concat(hs,hv)

where φBERT ∈ RS×D is word level embed-
ding output from last layer of BERT with S: se-
quence length, D: embedding dimension. And
φR50 ∈ RC×H×W is the output of 3rd encoder
layer in ResNet50 architecture with C: channel
length, H ×W : spatial feature dimension. These
embeddings are further projected to lower dimen-
sion space using 3× 3 conv layer and linear layer
for visual and textual feature respectively. Finally,
the event embedding is represented by concatenat-
ing the low dimensional outputs hs and hv.

3.3 Event Interaction
In this section, we discuss how to learn the or-
der function Ψ(.) among two event embeddings.
Formally, we decompose the order function into
two sub functions (1) event interaction function
f(.), and (2) linear classification function. The
naive approach to learn interaction function is by
concatenating the event embedding. The final con-
catenated long embedding vector provides the op-
portunity to each modality in an event to interact
with each other via linear classification layer. Such
an interaction is un-restricted to specifically focus
on the identifying the order between two events.
Hence, our new Transformer style attention tech-
nique focus on learning the interaction with ex-
plicit event separation by special token [SEP] as
shown in Figure.2. Specifically, it takes the multi-
modal event embedding e in the BERT style format
i.e. ([CLS], e1, [SEP ], e2, [SEP ]) before the fi-
nal classification layer to predict the binary deci-
sion.

3.4 Full Event Order
Inferring the correct order from pairwise compar-
isons is combinatorial hard problem and is an active
research area in statistics (Shah and Wainwright,

2017; Heckel et al., 2018; Gao and Zhang, 2019;
Chen et al., 2021). In the current work, we at-
tempted the brute-force approach with beam strate-
gies inspired by the work from Chen et al. (2016)
for sentence ordering task. Specifically, following
Chen et al. (2016) notation we calculated the score
of event order in an article using log-likelihood
maximization problem.

score(e, o, i, j) = log(pei,ej )

Score(a, o) =
∑
i=1

∑
j=i+1

score(e, o, i, j)

ô = arg max
o

Score(a, o)

where score(e, o, i, j) represents indicates the
score for event pairs (ei, ej) with probability pei,ej
obtained from classifier output and Score(a, o) in-
dicates the score of all event permutations for an
article a. Finally, the predicted order ô is obtained
with maximum score.

4 Experimental Setup

4.1 Dataset

The annotated dataset to acquire the procedural
knowledge are restricted to textual domain (Reg-
neri et al., 2010; Chambers and Jurafsky, 2009).
Recently, Zhang et al. (2020) introduced the
WikiHow articles and utilize the textual steps in
the article as self-supervision task. Each article
consists of multiple methods to perform a task and
each method comprises of textual headline, descrip-
tion and visual image. In the current work we con-
sider textual headline and image as a single event
to perform the task. However, we focus on the arti-
cles with base category of ‘Food and Entertaining’.
We use the dataset splits created by Zhang et al.
(2020) and exclude the deleted articles or articles
with missing images. Furthermore, Zhang et al.
(2020) create a set of examples by sampling every
adjacent pair steps as candidates in the WikiHow
article with binary labels (0 - correct order, 1 -
incorrect order) and then randomly shuffle the can-
didates to balance the dataset. Finally, we describe
the statistics of the dataset splits in Table.1 and
Figure.3 summarizes the distribution of articles per
step count for Valid and Test set.

4.2 Evaluation Metrics

We evaluate the performance of our approach for
pair wise event order classification using Accuracy,
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Train Valid Test
WikiHow Articles 1,044 174 174
Number of Event Pairs 27,688 4,742 4,900
Unique Textual Events 10,856 1,788 1,848
Unique Images 11,293 1,817 1,889

Table 1: Dataset Statitscs for Pairwise Event Order task
to learn procedures via WikiHow articles.

Figure 3: Step Count distribution for valid and test set.
It shows that valid and test set has more WikiHow ar-
ticles with event count of 3,4,5, and 6 per article.

Precision, Recall and F1-score metrics. Further-
more to infer the full step order of given steps we
borrow the ideas from sentence ordering task and
use the following metrics.

Perfect Match Ratio (PMR): calculates the per-
centage of samples for which the entire step se-
quence was correctly predicted (Che et al., 2019).

τ =
1

N

N∑
i

1
{
ôi = o∗i

}
where ôi is predicted step order, o∗i is ground truth
step order and N is total number of articles in the
dataset.

Kendal Tau (τ ): quantifies the distance between
the predicted order and the correct order in terms
of the number of inversions (Lapata, 2006).

τi = 1− 2× I(
ni
2

) (1)

where I is the number of step-pairs in the predicted
order with incorrect relative order and ni is the total
number of steps in ith WikiHow article.

Longest Common Sequence (LCS): calculates
the ratio of longest common step-sequence (Gong
et al., 2016) between the predicted order and the
given order (consecutive steps are not necessary,
and higher is better).

4.3 Baselines

Our goal in the work is to learn procedural knowl-
edge using the multi-modal data, thus we explore
the following state-of-the-art neural network archi-
tectures based on their modality usage.

BERT It is an attention-based bidirectional
language model, introduced by (Devlin et al.,
2018). The BERT model is trained end-to-end on
a large language-corpus under two tasks: masked
language modelling and next sentence prediction.
This pre-training on a large language corpus helps
BERT to be very effective for transfer learning on
multiple tasks. BERT model can be fine tuned
with one text segment A or two text segments
(A,B). The one text segment is passed to model
with format: (CLS,wA1 , . . . , wAn , SEP ) and
two text segments are passed to model in format:
(CLS,wA1 , . . . , wAn , SEP,wB1 , . . . , wBn , SEP ),
where wAi , wBi are tokens in the text segment and
(CLS, SEP ) are special tokens. Specifically, one
text segment input is employed to learn the token
level representation of text segment and two text
segment is used to predict whether second text
segment follows the first in the source document.

In the current work we utilize the BERT-base
model with both input scenarios. Firstly, we con-
sider the two textual steps from the WikiHow ar-
ticle as two text segments from a single document
and predict the order of events. Secondly, we learn
event representation of each step in the WikiHow
article by passing the single textual step to model
and finally concatenate the two event representa-
tions to learn the event order by linear classification.

ResNet50 It is a traditional convolutional feed-
forward network introduced by (He et al., 2016)
and is pre-trained on large object recognition
dataset ImageNet (Deng et al., 2009). In computer
vision community, it is the standard practice to ini-
tialize the convolutional networks with model pre-
trained on ImageNet for fine tuning the downstream
tasks. Consequently, this model has achieved high
performance on different challenging tasks such
as image localization, semantic segmentation, and
object detection tasks. Following the similar trend,
we use ResNet50 variant to learn the visual features
of events int the WikiHow article and learn event
order with linear classification layer, which is fed
by concatenating the two events.

LXMERT It is proposed by (Tan and Bansal,
2019) to solve different Vision and Language tasks
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Method Accuracy Precision Recall F1
Concat Tx Concat Tx Concat Tx Concat Tx

Bert + NSP (Devlin et al., 2018) 0.7639 - 0.7504 - 0.7693 - 0.7598 -
Bert (Devlin et al., 2018) 0.7381 0.7463 0.7427 0.7286 0.7340 0.7533 0.7383 0.7407
ResNet50 (He et al., 2016) 0.5240 0.5807 0.4777 0.5550 0.5236 0.5825 0.4996 0.5684
Lxmert (Tan and Bansal, 2019) 0.7056 0.7031 0.6895 0.7161 0.7102 0.7121 0.6997 0.7141
Uniter (Chen et al., 2019) 0.7123 0.7157 0.6486 0.6813 0.7409 0.7294 0.6917 0.7046
ResNet50 + Bert 0.7479 0.7488 0.7441 0.7395 0.7478 0.7515 0.7459 0.7454

Table 2: Comparison of step pair classification to learn the order between two steps. It shows the improvement
in metrics by fusing the features (either Concat or Transformer(Tx)) is from unimodal pre-trained neural
architectures. BERT + NSP: Using the BERT Pretrained model with next-sentence-prediction task. In the current,
we consider the BERT model as our baseline with input of one textual event due to unavailability of pre-trained
multi-modal architecture with similar task for fair comparison.

by exploiting the attention based transformers.
LXMERT has two individual feature learning en-
coders for vision and language, and has an addi-
tional transformer based cross attention module
to learn the joint representation of two modalities.
The visual encoder in the model built upon the out-
put of (Anderson et al., 2018) i.e. use the features
of detected objects or regions as the input embed-
dings of images to LXMERT. In the current work
we explore the model to jointly predict the event
order in the WikiHow article.

UNITER It is BERT style pre-trained model
to learn the joint embeddings of text and im-
ages (Chen et al., 2019). It is single stream
architecture with a new pre-training task of
word region alignment in contrast to BERT.
This model follows the BERT like input for-
mat: (CLS, v1, . . . , vm, SEP,w1, . . . , wn, SEP )
where vi, wi are visual and word tokens. Similar
to LXMERT, it considers the features of detected
objects in images as input to the network. We fine
tune the model to obtain the multimodal event em-
beddings to learn the order of events.

4.4 Implementation Details

We resize the image to 320× 320 and take random
crops of size 256× 256 from the image of an event
or step in WikiHow article during training and
resize the images to 256 × 256 at inference time.
To improve the generalization of network, random
horizontal flip, and random crop is employed as
data augmentation to convolutional based models.
We train the joint network with a batch size of 36
for 30 epochs using 4 GPUs (GTX 1080; 11GB
VRAM). We optimize the models with AdamW
optimizer having initial learning rate of 5e-6 with
step scheduler having drop factor of 10 at epochs
20, 25. The embedding of each modality is reduced

to 128 before classification to fit the model on GPU
with batch size of 9 per GPU. The textual modality
and detected object features are downsampled by
linear projection layer. However, in convolutional
networks the visual features are downsampled by
convolutional kernel of size 3× 3 having 128 chan-
nel width. For transformer based fusion of two
event embeddings, we use 6 attention heads with
the depth of 6 layers. Our models are implemented
in PyTorch.

5 Results and Discussion

We aim to investigate the role of visual information
to learn the procedural knowledge from WikiHow
articles, i.e. in our problem formulation we are
interested to correctly identify the order between
two events of an article using multimodal informa-
tion and infer the full order of events from pairwise
comparison. Towards this goal, firstly we perform
comparison with baseline models and finally, per-
form analysis on results and discuss our reflection
on the failure articles.

5.1 Comparison with Baseline

We choose strong baseline models based on the in-
put modality type to the neural network and report
the results in Table.2. We fine tune the BERT-base
model with two tasks i.e. learning the event em-
bedding and directly identifying the event order
(similar to next sentence prediction). Interestingly,
we observe that BERT with input format of next
sentence prediction task perform better than the
fine tuning the event embedding followed by clas-
sifying the order between two events using simple
concatenation. Our hypothesis on the success of
BERT+NSP is due to large pre-training on sen-
tences which has predicate-argument structure sim-
ilar to two events in our scenario. However, such
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Figure 4: Qualitative comparison of full event inference of WikiHow article. Green Arrows: Represents the cor-
rect sequential order by our method of using multi- modal (Resnet50 and BERT) features. Red Arrows: Represents
the order predicted by text (BERT) features. Both models use our proposed Transformer based interaction.

a large pre-trained model using multimodal data
with next sentence prediction task is unavailable
due to lack of data. Consequently, we consider fine
tuning the BERT to learn event embedding with
one textual segment i.e. one textual event from the
article for fair comparison with multi-modal data.

To study the role of images, we fine tune the
image-only model (ResNet50) and our results sig-
nificantly dropped suggesting learning the order
between images is hard. Furthermore, we fine
tune the multi-modal architectures (LXMERT and
UNITER) trained to learn better vision-language
representation and observe the improvement on
image-only model. However, the pairwise metrics
still lacks far behind the text only model i.e. BERT.
Our hypothesis for the failure of such models is out-
of-domain images data, additionally claimed by
Hendrycks et al. (2020). Moreover, WikiHow arti-
cles contains ‘cartoons’, ‘drawings’, and ‘graphics’
etc. in contrast to image based models are pre-
trained with wild and outdoor images. However,
Kiela et al. (2019) shows that ImageNet pre-trained
models can outperform the multi-modal architec-
tures to learn joint embedding of image-text data by
employing transformer style training. We compare
the baseline architectures with proposed event in-
teraction using the transformer with minimal modi-
fications due GPU memory constraints. The results

in Table.2 under the column Tx shows consistent
and marginal improvement in the pairwise metrics.

Infer Full Order: We compare the baseline mod-
els to infer the full order of events in an article from
pairwise comparison using Beam strategy. The
results in Table.3 shows that our proposed event
interaction using transformer based attention mech-
anism improve the metrics consistently. However,
the gain in our multi-modal (R50+BERT) is com-
petitive with text only model. We hypothesize that
either one of the modality enhances the noise in the
multi-modal representation towards the learning of
order among events. Towards this hypothesis, we

Method PMR LCS Kendal Tau
Concat Tx Concat Tx Concat Tx

Bert 22.62 25.14 69.36 69.84 0.4901 0.5062
Resnet50 7.54 9.21 55.55 57.46 0.0635 0.1761
Lxmert 18.43 19.27 65.66 66.56 0.4104 0.4240
Uniter 15.36 16.48 62.22 65.29 0.3192 0.3818
R50+Bert 23.46 24.58 70.21 69.63 0.5125 0.5053
Ensemble 22.91 26.81 70.42 69.73 0.5159 0.5162

Table 3: Comparison of full step order inference by
Top1 - Beam Search (Chen et al., 2016) on pair classi-
fication predictions using the beam size of 128. Ensem-
ble: It combines the inference output of our multimodal
(R50+Bert) and Bert output by picking the Top1 beam
prediction with highest probability.
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Figure 5: Venn Diagram visualizing the number of arti-
cles correctly ordered by BERT and ours (R50+BERT).
It shows that both models able to correctly order 64 ar-
ticles, however they differ on equal number of articles
leading to similar PMR in Table.3 under the column Tx.

visualize the number of articles correctly ordered
by both models via a venn diagram, as shown in
Figure.5. This shows that visual information bene-
fits additional distinct 24 articles to correctly iden-
tify the order where only-text based model (BERT)
failed. However, the visual information adds noise
in joint learning of another set of 26 articles and
in-correctly order the steps, in contrast to correctly
ordered by BERT. To address this gap, we propose
to ensemble the inference output of text-only and
our model. Specifically, we prefer the order with
highest probability for Top-1 beam prediction i.e.
pick the order from R50+BERT if the probability
of Top-1 beam order is greater than the BERT. The
last row in Table.3 shows that ensemble technique
improves PMR and Kendal Tau metrics, which sug-
gest that both models predict order correctly for
different articles.

5.2 Discussion

The qualitative example of our approach is shown
in Figure.4 contrasting with BERT. In the first ex-
ample (see Figure.4(a)), the visual cues from simi-
lar objects i.e. pot and inverted glass in steps 3 &
4, benefit the multi-modal architecture to correctly
order the step for the article. Likewise, in example
Figure.4(b) the progressive increase of liquid in the
glass (i.e. from step 0,1,2) provide a signal to the
model to identify the correct order. Our hypothe-
sis for the failure of BERT is verb-argument
structure as in the first example the action or verb
is similar for steps 2 & 3, enforcing BERT to prefer
different verb. In the example Figure.4(b), the
BERT failed due to bias in the dataset, as we ob-
serve that pour and add verb occurs in the initial
steps in comparison to choose and serve in the
final steps. The additional positive and failure ex-

amples are provide in Appendix (refer Figure.6 &
7) with following observations.

1. We observe that the visual information is use-
ful only if there is gradual change in the object
dynamics or visual appearance along the time-
line of steps, as shown in 6(b), (c).

2. The model fail to focus on the specific object
to correctly order the steps if the visual images
are enriched with number of objects (see 7(a)).

3. As discussed earlier, ResNet failed to learn
better visual features for cartoon images due
to pre-training on natural images, which hin-
der the sequential order learning (see Fig-
ure.7(c)).

6 Conclusion

In this work, we investigate the role of visual in-
formation to learn the procedures using pairwise
comparison of steps of WikiHow articles. Towards
this goal, we propose attention based mechanism
to perform interaction among multi-modal steps
embedding. Moreover, our architecture consists of
components that are pre-trained individually as uni-
modal tasks, surpassing the performance of using
state-of-the-art multi-modal architectures. Addi-
tionally, we conduct analysis on the results and
observe that the irrelevant visual images add noise
to multi-modal data leading to restricted the learn-
ing of procedures. Finally, we propose ensemble
approach to learn the procedures by taking benefits
of both worlds.
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(b) Goal: How to Clean Copper Utensils

Pour salt onto a 
plate

Cut a lemon in half 
and dip one half in 
the salt.

Apply the salted 
lemon-half directly to 
the copper and scrub.

Rinse the utensil 
and dry it with a 
clean cloth. GT :      { 0 , 1 , 2 , 3 }

BERT : { 1 , 0 , 2 , 3 }

Our :     { 0 , 1 , 2 , 3 }

GT :      { 0 , 1 , 2 , 3 , 4 , 5 }

BERT : { 0, 1 , 3 , 4 , 2 , 5 }

Our :     { 0 , 1 , 2 , 3 , 4 , 5 }

Choose fresh, raw 
cashews for the 
best milk.

Soak 125 g of 
cashews in water for 
at least 2 hours for 
extra creamy milk.

Drain the cashews 
and discard the 
soak water.

Blend the cashews 
and some fresh 
water on high for 
1-2 minutes.

Strain the cashew 
milk through a 
cheesecloth to get a 
smoother texture.

Strain the cashew 
milk through a 
cheesecloth to get a 
smoother texture.

(c) Goal: How to Make Cashew Milk

(a) Goal: How to Make a Berry Smoothie

Pour 1 cup of 
orange juice into the 
blender.

Toss in about 1/2 
cup of the frozen 
berries.

Blend until the mixture 
is thick and creamy.

Pour your smoothie 
into glasses and 
add few berries. GT :      { 0 , 1 , 2 , 3 }

BERT : { 0 , 2 , 1 , 3 }

Our :     { 0 , 1 , 2 , 3 }

GT :      { 0 , 1 , 2 , 3 , 4 , 5 }

BERT : { 1 , 0 , 2 , 4 , 3 , 5 }

Our :     { 0 , 1 , 2 , 3 , 4 , 5 }

Sift 3 scoops of 
matcha powder into 
a small tea bowl and 
set it aside.

Pour 2 ounces (60 
milliliters) of hot 
water into a tea cup.

Pour half of the 
water into the tea 
bowl.

Whisk the tea 
rapidly with a 
chasen using 
circular motions.

Pour the rest of the 
water into the bowl 
and stir it.

Pour the matcha 
into the tea cup and 
drink it immediately.

(d) Goal: How to Make Matcha Tea

Figure 6: Additional Qualitative examples of full event inference of WikiHow article, depicting the benefit of
multi-modal data. In all the example articles, visual images has progressive change in object or object dynamics,
leading to correctly order the events.
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(c) Goal: How to Make Blackberry Wine

(b) Goal: How to Make Green Popcorn

Melt the butter in a 
heavy saucepan 
over medium heat.

Add in the food 
coloring and stop 
stirring (once at a boil).

Take it off the stove 
and stir in the vanilla 
and baking soda.

Place the coated 
popcorn onto a 
cookie sheet. GT :      { 0 , 1 , 2 , 3 }

BERT : { 0 , 1 , 2 , 3 }

Our :     { 0 , 1 , 3 , 2 }

Peel the watermelon 
and slice it into small 
chunks using a knife.

Put the watermelon 
in juicer.

Add sugar, salt and 
lemon juice.

Strain it into a glass Serve it with 7Up 
and ice cube.

(d) Goal: How to Make Watermelon Juice

GT :      { 0 , 1 , 2 , 3 , 4 }

BERT : { 0 , 1 , 2 , 3 , 4 }

Our :     { 1 , 2 , 0 , 3 , 4}

Peel the watermelon 
and slice it into small 
chunks using a knife.

Put the watermelon 
in juicer.

Add sugar, salt and 
lemon juice.

Strain it into a glass Serve it with 7Up 
and ice cube. GT :      { 0 , 1 , 2 , 3 , 4 }

BERT : { 0 , 1 , 2 , 3 , 4 }

Our :     { 0 , 1 , 4 , 2 , 3 }

(a) Goal: How to Drink Peach Brandy

Combine peach brandy, 
nectar, orange and 
lemon juice, and ice.

Shake the cocktail 
shaker for 10 to 20 
seconds.

Strain the ingredients 
into 2 glasses on ice.

Top off your drink 
with chilled 
sparkling wine. GT :      { 0 , 1 , 2 , 3 }

BERT : { 0 , 1 , 2 , 3 }

Our :     { 1 , 0 , 2 , 3 }

Figure 7: Qualitative examples of full event inference of WikiHow article, where visual information add noise in
the learning process. (a) It is hard to emphasis on specific object dynamics for event order in the enriched visual
images with variety of objects, (b) Color texture of popcorn in step 3 is gradual change from step 1, adding noise
in learning. (c) From the sequence of cartoon images the extracted features from ResNet50 (pre-trained on natural
images) add noise to correctly order the events. (d) The object in first visual image is different from others leading
to incorrect order, however objects in event 1&2 and 3&4 has similar objects.
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